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ABSTRACT

The category of geodetic calculations known as the method of conical intersections could be used for geodetic
stocktaking of lines and surfaces. This study presents modified algorithms of the method of conical intersections
which allow to improve calculations and to carry out a precise assessment of the accuracy of parameters which
are being determined.

PLANE INTERSECTIONS

Conical intersections were formulated and described in the studies [1-3]. Their characteristic feature is the course
of the process of approximation of model parameters in two stages. During the first stage one determines the axis
of an analysed object on the basis of conical intersection. This allows to determine the deflection of a structure.
Then co-ordinates of stations and observation are transformed to a system in which the axis is vertical. Thanks to
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that one finds the parameters of a shell in the canonical form. Finally, on the basis of determined coefficients of the
equation of a mathematical creation one determines deviations of measured points from the model.

The axis of an approximated surface is determined on the basis of plane intersection. A common idea of axis
determination is presented on figure 1.

Fig. 1. The axis formed by crossing planes of mean tangency directions

Description of verticality amounts to determination of parameters of axes of an object. In order to that one shall
find for each station a plane which comprises the axis of the structure and goes through a point of the station. On
the basis of a pencil of planes which is formed in this way one finds averaged parameters of the axis.

Lines which are created by averaged directions to tangency points measured from a given station lie, within the
limits of accuracy of a measurement, in one plane. Parameters of that plane will be determined using the least
square method, however, matching will make sense when the number of mean directions for every plane is
bigger than 2.

An equation of a plane derived from i™ station has the following form:

Afx -x,)+ By -v,)+ct{z-2,)=0

where the normal vector of a plane N = [A,B, C] and the vector [X =X, Y=Y, Z-Z i] are mutually orthogonal
while the point (X Y,z ) is a tangency point and the point S; = [X ,-,Yl»,Z,-] is a station. Values 4, B, C will be
unknown; they will be determined on the basis of known values O, ¢. Let’s form a vector of mean observation
direction / which will be unitary in a projection onto a plane 0XY [ = [cos g, sind, ,1g@ s'r]' Vectors

N and / should be mutually perpendicular. This condition results in a following equation:
Aldosa, +Blina,, +Clg ¢, =0,
from which results an observation equation of the following type:

Altosa, +BUina, +Clgd, =v (1)

It should be stated that the searched vector must be normalised, otherwise there are infinitely many vectors N

perpendicular to [ . The simplest method to normalise is assuming that one of co-ordinates has the value 1,
however only such co-ordinate can be chosen which definitely is different from 0. Because it results from the
very assumption that the searched plane should be approximately vertical, C = (. Co-ordinates A and B remain,
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definitely one of them will be different from 0. 0y is the factor which determines which of them shall be
assumed as equal to 1.

Ifa,=0°(180° 0 A=0 « B#0 itisassumed that B=1
Ifa, =90°(270°) 0 B=0 < A # 0 it is assumed that A = 1

Let’s assume, for example that B = 0, it is assumed that 4 = /, then the equation (1) shall have the following
form:

cosa; + BLina; +Clg; =v;

when
i0{L,2,..,n}
n : number of pairs of observations from a given station

When a matrix is formed:

O sina, O C-cosa, O

. O O O

A:Ell Sl”azg’ XZD?% L:D—cosazm
0. .. O ol i 0

Ell 0 g O
sind, [Tcosa,

one may solve the system Ax = L using the least square method. Using this method one will also determine
parameters of accuracy assessment, when 0 4 =0.

In a situation when B = ] the whole reasoning is analogous. An equation of intersecting planes for every station
results from calculations:

Ay -x)+B dr-v)+C dz-2)=0
4, 0x -x,)+ B,y -1)+ 0,z -2,)=0 )
4, -x )+ By -y, )+ C, z-2,)=0

when
i0{1,2,..,s}
s : number of all stations

An equation of the axis is determined on the basis of the following equations:

X=u U+X,, Y=u,l+Y, Z=u l+Z,

when the point P, = (X 0. Yo Zo) is any point of the line, however, to make its determination unique we will

assume that one of co-ordinates is 0. The axis is approximately vertical, therefore it definitely cuts the horizontal
plane, therefore it could be assumed that Z, = 0.

The vector u = I_uz,u y,uZJ is a directional vector of the line. In order to make its determination unique, the

vector should be normalised. Because the vector defines the axis which is approximately vertical, it may be
assumed that u, = 1.

DETERMINATION OF AN AXIS USING PROFESSOR KADAJ’S METHOD

From among all planes described by the equation (2), one may determine their common edge, that is the axis of
an object. In order to do that for every pair of planes one determines an edge of cutting, however, for such planes
which intersect at a profitable angle. The best results are obtained when planes are approximately perpendicular.
Most often when choosing matching pairs one considers such planes whose dihedral angle belongs to the range
<30°,150%. For example a common axis of planes from stations S; and S, will be determined:
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Y= B,C, - B,C, 7+ B, (A1X1 +B,Y; +CIZi)_Bl (AzXz +B,Y, +C222)

B AB, —4,B, A4,B, - 4,B,
Y = Ci4, -C, 4, 7+ 4 (AzXz +B,Y, "'CzZz)_Az(Ale +B,Y, +CIZi)
A4,B, —4,B, A4,B, —4,B,

after a comparison with a parametric equation of the axis we obtain the searched parameters:

x. =B (42X, +BY, +C12,)- B (4, X, + B, Y, +C22,)
’ A,By = 4, B,

Y. = A (42X, + ByYy +CyZ5)= 4y (4, X, + BY, +C1Z,)
’ A,By =4, B,

_BiC, —B,C,

) A1B, — 4, B,

_Ci4, -Gy 4,

u _—_—

g 4,8, - 4,B,
Then the determined parameters of an axis from particular pairs of planes are averaged to obtain in the end a
single equation of the axis. This may be done in two ways. First, one may assume the average of values X, Y,
uy, Uy, or a weighted average, however, then one should know mean errors for every independently determined

set of values Xy, Yy, u,, u,. In this study they will be defined as errors of the function F(4;B;,C;4;B;C;) having
previously calculated errors of values 4, B, C.

0 =T Cov( A,B,C;4,B,C; )f

where
or or oF oF or oF [
%Ai 0B, 0C; aA‘, aBj OC‘/E

Cov(4,B,C,B,C,) =0 WP s
ov(4;B,C;A4;B,; J)‘E 0 Cov(4,8,C; )7

/7=

Agreeing of results from particular pairs of planes causes that difficulty that every plane is used to determine a
line many limes. Therefore, results depend on each other which is not taken into account by the method.

AN EDGE ACCORDING TO A MODIFIED ALGORITHM

The method proposed by the authors is an exact method which requires a smaller number of calculations and results
in more accurate results. It is not necessary to choose planes because all will be taken into account in the process of
compensation and only once.

The first stage of calculation involves normalisation of planes which will make it possible to compare equations
formed later:

7= A B = B; C = G

! lAiz +B,~2 +Ci2 ! lAiz +B,.2 +C,.2 ! lAiz +Bi2 +Ci2

After taking into account unit normal vectors in an equation (2) and moving to equations of corrections you will
get:

‘El fx -x,)+B, [(Y_Yl)"'gl_[qz_zl):vl
A4, 0x - x,)+B, {r -1,)+C, {2~ 2,) =, 3)

ZS EQX_XS)-'-ES [(Y_YS)+5S [(Z_ZS):VS
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The gist of the method involves cutting of a pencil of planes with an additional plane Z = 0. In this way planes
will be changed into lines and the whole problem will amount to finding a common point for all lines. When you
put Z = 0 to the equation (3) you will get:

4 EQX_XI)-"EI EQY_YI)_EI Z, =v
4, [QX‘XZ)HBz EQY‘Yz)‘Cz Z, =v,

IZS mX_XY)-FES‘ [ﬂY_YS‘)_gﬁ‘ ‘IS =

The above system of equations may be presented as a matrix AX=L, where

04, B U 0¢z, +4,x,+B 1, U
O =0

A=CL B0 x_ @222+A2X2+B o
o, .0 %YO : E
o =0 — —
@45 .SE gjszs-i-ASXS +BSYDE

Solving of the system using the least square method shall allow to determine an estimator of the searched point
of the line Xj, ¥, and its assessment of accuracy in a form of a covariance matrix Cov (X, Yj).

Similarly to co-ordinates Xg, Y you will find co-ordinates of a directional vector of the line u,, u,. To do this in the
equation (3) the following substitution will be done Z = u, = I, getting:

4 EQX_XI)+§1 EQY-Y1)+51 Eﬂl-Zl):vl
4, EQX_Xz)"'Bz [ﬂY_Yz)“‘Cz [QI—ZZ)=VZ

A, qx =X, )+ B, [y -y, )+ C di-2,)=v,

This system may be written in the following form:

04, B, O 0-¢, [61_21)+21X1+§1Y1 O
O- O 0 —= — — 0
) B, X_DY1 =06 fi-2,)+ 4, %, +ByY,
5”75 x=p'p L8 :
[ 0 — — — 0O
@43 BS E D_ CS [ql - ZS )+ AS XS + BS YS E

A solution made using the least square method will allow to determine the point X;, Y and a covariance matrix
Cov (X 1s Y, 1).

Finally, co-ordinates of the searched vector u will be calculated in the following way:

u, = (X, -Xo)i\/cOv(;eo,g,)u +Cov(£,.7,.)

1,1

u, = (K _Yo)'—"\/COV()%os)}o’)Z’2 +C0V(X13)}1’)

2,2

MULTIPLE PLANE INTERSECTIONS
This method allows for taking into account all observations and simultaneous approximation of axis parameters.

It is assumed that the axis will be determined as a line. Variants are also possible, e.g. approximation of an axis
with a polynomial, however they will not be discussed in this study.

Let’s make the point F, = (x Voo Z 0) a searched point of the line p and the vector u = [ux,u y,uZ] a directional

vector of the line p. Let’s form a vector PS, = [xl. =X, Vi =V Zi = Zo] and a vector of observation direction j
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- — —

wil- Vectors u, P, S; e;

i’

lie on one plane, therefore a scalar triple product of

from the station S; e; = [u v

i Vijo

those vectors is equal to zero:
bixE,s; &y =0

After substitution of co-ordinates:

On the basis of the above relation an observation equation is formed:

u, u, u,

Fj=|x; =xy i =Yo zi 2 =5ij 4)

where

i0{1,2,..,s}

jO{1,2,..,1}

s : number of stations

7; : number of observations from the station i

The equation (4) has six unknowns: Xy, yo, Zg, Uy, U, . , and four of them are independent. The point
P, = (xl- Vi ,zi) is any point of the line and the vector U =u,,u, ,uz] can be normalised in any way. The line p

is approximately vertical, so it crosses any horizontal plane (e.g. a plane with the height z = 0), therefore, it could
be assumed that zy = 0. Also from the condition of approximated verticality of the axis it is determined that
u, = 1. When these relations are taken into account, the equation (4) shall look in the following way:

Fy =ulevy = yowy ) u, (oowy =z )+ vy —xpw, +

Vol t X,V t\u v —uyx, Wy =5ij

Before the beginning of calculations the function F; should be linearised

Fy = Fyo +dFy = Fpy + o, + 20, + 20 gy 200
=+ = F.,+ u. + u .+ ~dx, +
Y jo v §o ou, auy 7 0x, 0 oo 7o

oF
au_lj = Wij(yi _yO)_Vij(Zi _Zo)
X
OF,
au_l]:ulj(zz _ZO)_Wij(xi _xo)
y
oF;
PN SUyWy TULYy
0
oF;
y—uzuij —U Wy
0
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An approximate value of the function will be calculated for approximate unknowns

Fi/'O ZuX(zl-vij —yiwy-)+ u, (xiwij -z uij)+ Yiuy —X;vy; +

i
Yoty T XV T W0 _“yXO)Wi/'

Because the axis is approximately vertical:
u, =u, =0
Approximated co-ordinates X, ¥, will be determined from a forward intersection:
~ _ YT txiga mx 180, _ Xy Xty clgad, —y, cliga,

Xo = Y
0 ga, —iga, 0 ciga, —ctgd,

Finally, a matrix system of linear equations Ax = L can be built, where:

[BF), OF, OF, O0F,0
O O
Daux Ouy Ox, Ody, 0 (- [
0F, OF, O0F, O0F,0 %Zu E 3
=0 O - y _
A—Daux Ou, 0x, Oy, X_Dyl o L7
OJ
O

y
EﬁFS T aF_S T an T an T D Wyo

H@u . Ou, Oxg Oy E

In result of solving of this system using the least square method, estimators of unknowns and a covariance matrix
are obtained for estimated parameters.

Deflection K and the azimuth of deflection ¥ are determined according to the relation:

/uxz + uyz B

K=arctgli———} 9= arctgaj—ya

H " f

An analysis of accuracy of deflection and of the azimuth of deflection can be carried out on the basis of the right
of determination of variations for correlated values. Finally

) 1 Ijtx[rlzl Vux) covuxuy)[ljtxlj
Ok =7 2 2 224 00 v () O
(u,” +u,”)(1+u,” +u,” )" 0y [§OVHY, “y) O¥y0

ol = 1 Eruydg V) COViuxuy)BE—uyD

9 = g - O 0

(u’ +uy2)2 Oux O ﬁo"(”x”y) V”y) OJ4x [
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APPROXIMATION OF PARAMETERS

In effect of realisation of algorithms presented here one can determine deflection of the axis K and an azimuth of
deflection ¥ and the point in which the axis cuts through the horizontal axis.

Transformation

The next stage of calculation is determination of such a co-ordinate system where the axis of an object is
vertical. In order to do that one shall form a transformation matrix and transform co-ordinates of stations and
observations.

Forming of a transformation matrix K
K=A4,4.«A-,

where
A,. a matrix of a revolution around an axis by angle U
A_x : amatrix of a revolution around an axis by angle -k
A-, : a matrix of a revolution around an axis by angle -0

sind 00
0 %—sinﬂ cosd OE

cosk HH 0 0 1H

dos? —sind Oddosk 0 —sink[Tlcosd
K=%sinz9 cos? 0%0 1

Bo 0 1Hink 0

Dcos219(cosK—1)+1 sind cosF(cosK —1) —sianosBE

K = [3ind cosd(cosk —=1)  sin* 19(cosK - 1)+ 1 —sink sind
E sink cos?d sinkK sind cosK E
Transformation of co-ordinates of stations S;
x; 0 ;0 O
OO g 0.0
Egiy ig Qo

When the axis of an object is vertical, the matrix K is unitary, therefore transformation of co-ordinates amounts
to translation by a vector - [xo Yo 0] .

A vector transformation of observation e;

—

= [cosa,-j,sinay,tg@j]

€

DLI-J- a @osal—j a
%/[ o o, "0
GO K @dind ;O
HViH  Heds H

a; = arctg—[j

i

®,; =arctg y
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When the axis of an object is vertical, observations do not change. Transformed values form observation sets
0; ={%,,7,.2,,a;.9; } where: i 0 { 1,2, ., s },j0{1.2,..., r;}.

Approximation of parameters can be done using two methods described below.

Method 1
After a transformation of a system of equations the axis of a hyperboloid in a new system is vertical and the
surface can be described by a canonical equation

2 2 2
X zZ—Zz
f(X,y’Z)z 2+y2 _( 20) _1:0
a c

o

where a, b, ¢ are geometric parameters of a shell and z, determines the height of the centre of symmetry in a co-
ordinate system.

Let’s make the point P:(x, y,z) a point of tangency of the axis of an aiming line from a station
S; = (xi, yi,zi) and a model surface of a hyperboloid.

Let’s form a vector Z = [x -X,V=V;,Z— Zi] which lies on the axis of the aiming line and a normal vector to the

surface N = [ forfs fz] in the point P:

o 2 o 2 G) 20z—
fx:al:_)zc’ fy :l:_;}’ /. :i:_—(Z 220)
X a d b 0z ¢
Vectors L, N are perpendicular, therefore:
ZI:N:(x_’?i)ai2+ _fi)b%_(z_fi)z_zzo
ES G CEk"Y UG/ R /At
a2 b2 cZ a2 b2 c2

x_)_czi+32_;i _(Z_Zo)(fi -2,) —1
a c

The condition which describes aiming axes in combination with observations and known co-ordinates of stations
is as follows:

x=lcos@ +Xx;, y=lsind +y;, z=ltgd +z

After putting the above equations in a canonical equation of a hyperboloid and considering the condition for a
rotary hyperboloid, that is the condition @ =b, the following will be obtained:

(lcos(;7+)_c,~)2 +(lsin(7+)_/i)2 _ (ltg¢'+5i _ZO)2 =1
a* c’

(cos@ +x,)x, + (1sinT +3,)3, _(ltg¢_+Ei ~20) (5~ 2) 1

a’ c?

From the above equations, when / is eliminated, the equation which describes the surface of a hyperboloid and
observations will be obtained.

2 2 4

2
—jz 202 +a’+ aczzo [z, —tg@(X; cosO -y, sinﬁ)]——i2 tg2¢'+

a2
+C—2{[§i —1g O (X, cos@ —y, sin@ )]* +1g*> P (X, cosT -, sinCT)z} + (5)

—(X; cos@ =y, sin@ )* =0
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Let’s introduce auxiliary variables:

2
a a
5:_2202+a’ n="52 (=% (6)
C

Coefficients which are a function of observed elements

F,=z,-1g ¢_l-j ()?,- cosUy; + y; sind; )
G; = g’ 9, (7)
Hii = ()?l- COSCT,-J- - )7,-j sin CT,-J-

After taking into account (6) and (7), you will get a simple notation of the equation (5)

©=¢ +nkF; +Z(F +GH; EL EZE?

Observation equations will have the following form:

E+r7F +Z(F +G;H; EL EZ%

The function ® is not a linear function of searched parameters — before beginning of further calculations one stall
carry out linearisation

oD b 9P
=0, +dd=0 +—dE —dn —{d{
‘ 98 an VA

&o TN F; +ZO(F +GH) E%_EOZO% —Hj; +

(3
+(1‘50G4‘/‘)d5+%"7y +%°th E”“ Fy’ +GyH, "Eoth)dZ =9;

Approximate parameters can be determined by introduction to the equation (8) of an auxiliary unknown

2

_n
AO - % =& ()Z 0
Approximate unknowns will be obtained from a solution of a system of linear equations
§o Mo F; +ZO(F +G,;H; )+/\0Gij -H; =0

which can be written in a form of a matrix:

0
Joe an & @0
Pd,  ob, 00, O @ED O
12 12 12 [ 0.0 D_(DUOD

0 - -
A=goe o X g?g L=g o
6, ob,, aqamg TO00

Hoe oan o7 B
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Finally:

£=(&,+dg)x [Cov(X )
n=(n,+dn)+ /Cov 22
14 =(Z0+dZ)i [Cov X 3’3

Cent L /é_i
¢ i TN w
Method 2

The equation (5) without introduction of auxiliaries. Unknown parameters @, ¢, Z, will be determined after the
following transformations:

¢ =a2[zo —Z; +tg(x;cosU +y,; sinCT)]2 +

+[a2 —(X;cost = y; Sinﬁ)z]l:(cz —aztg2¢')=

az[zo —z; +tg(x; cost +y; Sin(;T)]2 +

+a? —(X;costO —y; SinCT)Z] c? —aztg2¢_)= 0y

0=y +dd =y + P da+ 0 4e+ 9% 4
da 0 2

c o

aq)”—f{[ —Z, +1tg(X cosT, + 7, sind, ]2+
P a\lzo —z; +1g(x; cost; +y; sindy; )

"’(E2 -atig’? Eﬁij)_tgz b I:[EZ —(x;cosQ; —y; SinCsz)z]}

oD,
e 2ela” - (%, cosw, -3, sin, )’]

0P, . _ o
. 2a°|zy —z; +1g(x; cosUy; + y; sinQ; )
20

®,0 =a[F, -7, +1e(, cosay - 3, sinar, f +
+[c72 =(X;cosQ; = y; sin )2][(52 -a’g? ¢',j)
During calculations it is useful to adopt auxiliary marking

F; =%, - 1g ()_Ci cosy; +y; Sinaij)
_. 2
=18 9y

H; = (xl- cosQy; =y, sind;
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: :2‘7(20 ‘Fi')z +(52 "azGij)"Gij [(52 "Hz/)

oD,
L =2¢la’ - H;
dc '

% = 252[30 _Fi/]

_~2| 2, %2 2 _~2
oy =a°[f, - 7] +[“ _Hii]E(E - sz)
Finally, a system of equations Ax =L will be built, where

P, 0P, 09,0
Oa oc 0z, B

0 H®d,,,0
PP, 0P, 0%, g0 g q)HO

A=0 0 X = d, O L= [T 1200

= 0 aa ac aZO D’ - ggg O 0

. 0 0

Do, b, b, o TP,00

H 0a oc 0z, H

In result of a solution of this system one will get estimators of parameters with a full assessment of accuracy.

Deviations from the model surface can be determined according to the formulas
d; = Aaijlij

d. = 9;

’ 2\/H_ij(c2 _azGij)

CONCLUSION

The problem with determination of the shape and situation of second degree surfaces stall exists. This study is
devoted to the conical intersection method which, although little known, offers interesting solutions. Conical
intersections can be characterised by the fact that it is easy to measure them and to program calculations, it is
easy to measure the accuracy of calculated parameters and the fact that there are many stages allows to control
intermediate results. The algorithms presented here have features of universality. They could be used both to
analyse shapes of shell objects and, for example, to determine deviations of such objects as industrial chimneys,
masts and piles.

The algorithms that are presented in the study have been verified, checked on the basis of test objects and
on results from real measurements of chimney cooler situated in ‘Laziska’ power plant.
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